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�(Abstract) Over 200 papers produced by a multidisciplinary institute in a ten-year period were analyzed for the context of the citations they received during 21 years since their publication. They were grouped into 28 research topics from physics, chemistry and biology, some half a dozen papers per topic on the average. Eleven percent of all the citing papers comprised the sample for the context-analysis: one citing per each cited paper. Sets of citing papers of each research topic were taken as “units” in the analysis. The context of citation was defined by (i) a structural factor - the location at which the citations occurred within the citing articles, and (ii) an intensity factor - the level of citing, which was recorded as either low, or high. From (i) solely, a rank-scale was devised by arbitrary ponders, whereas from (ii) another arbitrary scale was constructed by a 2:1 ratio for high-to-low citing. The two approaches, citing location (i) and intensity (ii) were also combined into an ordinal scale without any arbitrary numerical pondering. The 28 research-topics were ranked (by Z-scores) within each of the three scales and separately for the first and the second decade of citation recordings. The congruence of the ranking was very satisfactory between the three scales for each of the two decades of citing. However, very definite trends in the rankings are noted between the two decades, the trends being quite similar irrespective of the ranking scale applied. The ranking is believed to be a function of the importance of the cited papers for those citing them. When these citation-context-ranking results were compared with the ranking of the research-topics by citation-frequency-counts no congruence whatsoever was observed.

�

��...numbers are not data

and data are not indicators

/from: P. Vinkler in SCIENTOMETRICS

Vol. 30, Nos. 2-3 (1994) 495-504/



�..."What is truth", says

Pilate, and would not stand for an

answer. Facts are sacred, if you

can discover them, and as long as 

you don't confuse them with values...

/in INNOCENT BLOOD by P.D. James, Penguin Books, London, 1989, p. 83/

��Introduction 

This is the third paper from a longitudinal study of the citation echo to the publications from a (natural) sciences institute. We avoid the use of "impact" because of its value-laden meaning; "echo" is preferred because it is neutral, indicating simply that there is/are citation events. The methodology is still being refined. In the two earlier papers (Ferligoj et al. 1988 and Luzar et al. 1992) the frequencies (counts) of citations were analyzed. For a few extreme cases it was possible to relate the citation frequencies of the published output to its scientific merit. A broader framework for our research is provided now by Allen, Qin and Lancaster (1994): “...We chose to focus on persuasive communities to assess the internationalism of science because it seemed to us that internationalism is not defined simply by having productive scientists in a number of regions or countries. Contributions must be communicated, recognized and incorporated into the general understanding of what constitutes accepted (and persuasive) science.” 

The results of our two previous studies prompted us to examine the relationship between the manifest and the latent (Haiutin, 1992), in our case the citation echo and the scientific merit of the cited papers. Or, to put it in a more doubtful mode - is there any such relationship at all (Woolgar, 1991)? Our point of view is not necessarily sceptical, although, it might be regarded as such to the degree that any open-minded curiosity can.

We approached the problem by looking at the citation context, using both the locations of the references to our source papers in the citing articles, the citing level for each of them. Hence, by analyzing the distribution of the references locations, we introduced a structural element into a pure citation counting approach. In turn, each location received a certain "bonus" according to the level of its actual referencing/citation. 





The method 

Sampling

Some 500 papers were compiled from the yearly institute’s bibliographies between 1955 and 1964 (Ferligoj et al. 1988). From this lot 357 cited source papers were used in this study. They were grouped into 28 research topics (see the Legend to Table 5). It was not possible to analyze every single citation received by all the source papers. As each research topic was comprised on an average of half a dozen source papers, we selected a single citing paper per each cited one for the sake of expedience. Approximately half a dozen citing context data per each research topic were obtained. This subset comprised 11% of all the citing papers in our data base. We did not evaluate whether these single citing papers per each source (cited) paper were “typical”. However, as it will be shown in the Discussion sections, the consistency of the changes between the two citing periods are quite reassuring.

Locations of references

We hypothesize that the location chosen for quoting someone else's paper in one's own does depend on some factor implying a degree of the citing impact. Cano (1989) was the first to make use of "a citation location parameter as a novel bibliometric variable". There is no unique definition of the reference location in the literature. Cano (1989) made use of the percentage length of the citing paper at which the reference is located, whereas McCain and Turner (1989) recorded the particular section of the citing paper's structure. 

Cano (1990) also used the "macrostructure elements" of the paper. We found these to coincide approximately with the usually encountered sections in scientific papers. Thus, we noted the location of the reference with respect to one of the sections of the citing paper: introduction, method(ology), results, discussion with conclusions, or, independently, the review-papers, or books. Admittedly, this is a pragmatic approach. The sections may be an artefact stemming from accepted publishing practices and might reflect the meta-structure of scientific papers. However, if the meta character of such a structure is taken for granted, it only shows that the authors obey the rules of the game. That fact was important in our study when we compared various research topics. Besides, it simplifies the analysis because non-experts are able to note the reference location without any subjectivity. 

Levels of citation

Irrespective of the reference location, the expressive way in which the citation was given must also be noted. Operationally, once the citing article is found, and confirmed to have the wanted reference to the source paper in, the time taken to distinguish between the two levels of citing (see later) is quite negligible. It suffices to read the whole sentence incorporating the reference (citation), rarely the neighbouring sentences. To avoid undue complications and subjectivity, we opted for the simplest distinction - a cursory and a more meaningful mentioning of the cited paper. Cursory citation is called non-essential (Cano, 1989), peripheral (McCain and Turner, 1989), or perfuntctory (Murugesan and Moravcsik, 1978); meaningful citation is also called essential (Cano, 1989), central (McCain and Turner), or organic (Murugesan and Moravcsik, 1978). The cursory reference will be denoted here as L(ower)-, and meaningful one as H(igher)-level citation. This is an important step forward from the "numbers-crunching" in citation analysis, and yet it is not too demanding, such as the content analysis would be. Of course, the latter is richer in information about the scientific merit, but it requires a number of experts for evaluation. Moreover, it would hardly be possible for the 10 to 40 year-old citing papers from our study. Irrespective of the operational difficulties, we are confronted here with the indeterminacy described by Narin (1978): the context analysis is of a higher objectivity, but of lower relevance in evaluating the scientific merit. The content analysis may be more relevant, but then it is less objective, making use of “in-person judgements”.

We used the context analysis, devoid of any approach to the contents of the cited/citing papers, (see Amsterdamska and Leydesdorf, 1989). Content analysis is often a matter of fine grades as was well illustrated by Cozzens (1985). Both Cano (1990) and McCain and Turner (1989) use, check and extend Murugesan and Moravcsik's (1978) and others' rather complex context taxonomies. We decided on a simplified scheme of Low and High citation levels, and our study differs also from the others in several respects.

(1) Former studies scrutinized references in their source papers We studied the citations to our source papers; we were interested in how the publications from 28 research topics were cited later in the worldwide mainstream literature. 

(2) Other studies concentrated on single, narrowly defined research topics. In addition, they were chosen for the analysis of the referencing habits of a small number of authors. Our pool of source papers covered a wide range of research topics and authors in the natural sciences. 

(3) We did not make use of any kind of "opinion survey" of the citing authors about the referencing taxonomy, like in Shadish et.al. (1995). That would indeed be hardly possible because of the time lag between the publication and citing in our study (see above about Narin’s indeterminacy).

(4) Last but not least, the source authors in Cano (1989, 1990), McCain and Turner (1989), have been deliberately chosen from the mainstream science. 



Time factor 

In addition to the record on where and how the publications from our source pool had been quoted in the papers citing them, we also took notice of the time (periods) of citing with respect to the publication year of the source papers. In the two previous studies (Ferligoj et. al., 1988, Luzar et al., 1992), our citation database consisted of citations collected only for the second decade after the source paper publication (i.e., for the next 11 years after the first ten had elapsed). For the present analysis the citation database was completed with data for 10 years following the publication year of the source papers. Hence, we dealt with a citation period of 21 years.

Most of the cited papers received more than one citation. Having decided to analyze a single citing paper per each cited one, citing papers were chosen from those which appeared between the third and the sixth year for the first decade after the publication of the source paper, or from the thirteenth till the sixteenth year after the publication of the cited paper for the second citing decade. The three-year time-spans were chosen on the assumption, that the maximal citation echo is usually observed within some 6 years after publication. (For references as to that see in Ferligoj et al., 1988) This holds true if citations are observed solely within the first or within the second decade. It is rather arbitrary to consider the second decade of citing in every case as beginning anew, but for the purpose of the present analysis we did not consider this point to be of great importance. 

Out of the 357 cited source papers 219 were cited throughout their 21-year life-span (i.e., in the course of two decades of observed citations). The rest have been cited only either in the first decade, or only in the second one. They were not included in the study. For the 219 cited source papers, we analyzed two subsets of citations:

I - Citations from the first decade

II - Citations from the second decade.

Cases I and II are strictly comparable, as they reflect the citation echoes to the same subset of 219 source papers.



Evaluation of results

We delineated two approaches in evaluating the results. 

Firstly, the time factor alone was taken into account, i.e., we disregarded the established ranking of the research topics (Luzar et al. 1992) based on citation frequency indicators (Ferligoj et al. 1988). In this way we were able to study the relationship between the age of the cited papers and the citation level and/or locations in the citing papers. The latter determined the rank of significance of the cited paper for the citing one. We thus define the term: citation impact-rank. 

Secondly, we wished to see to what extent the numerically established ranking of the 28 research topics according to their citation frequencies (Ferligoj et al., 1988 and Luzar et al., 1992) is congruent with the impact-ranking of the topics derived here by context analysis. In other words, we wanted to asses whether within this science communication process a surface manifestation - the citation frequencies, does really reflect its internal basis (its latent (Haiutin, 1992) or object (Woolgar, 1991)) - the impact-rank of our (cited) research topics.



Impact-ranking scales 

There is no "standard" or "accepted" ranking scale for this purpose, and there are two possible extremes from our context analysis approach: 

(1) Location ranking

This scale was composed by means of location ranking, i.e., attaching values to the location according to the best of our knowledge and experience judgment. The actual values depended on what relative significance one attached (like in McCain and Turner, 1989) to particular location at which the reference to the source papers appeared in the citing one.

In ascribing the relative values to each location we had this in mind:

Introduction (INT) - a citation at this location in a paper usually implies enumeration of papers which define a wider framework to which the citing paper belongs (value: 15). 

Method(ology) (MET) - this location usually implies a positive referencing of papers due to the compatibility of method (value 30). 

Results (RES) - in this section the antecedent papers are cited in agreement or disagreement with the findings in the citing paper (value 30).

Discussion/conclusions (DIS) - the most likely referencing in this section is to relate one’s own findings with the results from literature (value 25).

We recorded also the citations in review-papers or in books (REV) (mainly conference proceedings captured by the ISI data base). This is regarded as "non-article location", and we give it a value of 100. Since each source paper had a single citing counter-part, if the latter was REV it was valued as 100. 

The sums for each research topic were averaged by the number of cited/citing pairs. 

(2) Level ranking

The High and Low levels of citing were quantified by 2 and 1, respectively. If the source paper was quoted more than once in the citing article, the ranking was done simply by adding-up the appropriate values of 1 or 2 (significance ponder 2:1). To rank the research topics, the sums were divided by the number of citing papers for each topic (equal to the number of source articles). 

On the basis of the two described ranking scales we constructed another, compound scale (Table 1). In doing so we shall be using the expression  “least/most important”, or “importance”.  We always mean there is a concrete relative scale, i.e. we use these terms in a purely academic meaning, without implying any absolute judgement.

Table 1. The combined citing location-level ranking scale



Rank���

Location���

Citation Levels (H,L)

���INT�MET�RES�DIS�REV���XIII������3 x H��XII������1 x H��XI������2 x H, 1 x L��X������2 x H��IX������1 x H, 2 x L��VIII������1 x H, 1 x L��VII������1 x H��VI������1 x H��V������1 x H��IV������1 x L��III������2 x L��II������1 x L��I������1 x L��H - high citation level, L - low citation level; INT -, MET -, RES -, DIS -, REV -, the locations of references in the citing papers



The cursory level of referencing (L) is usually characterized by statements like "a number of papers have been published on this subject". This kind of reference to earlier research may appear within any of the citing paper sections. However, it could be assumed that least important for the scientific knowledge production itself would be a cursory reference in the INTroduction of the citing paper. 

Other locations imply a more specific, though still loose, L-reference to earlier research. Thus, in building upward an ordinal scale of citing impact, we begun with the L-INTroduction. The higher ranks (up to IV in Table 1) depend on whether the L-citations appear as singles within the citing paper, or in doubles. Rank IV in Table 1 is given to the L-citation in a review paper or book, i.e., to a reference in a "book-keeping" manner surveying the recent "crop" of papers in a given research area. 

The cited paper maybe quoted within a more substantial context, indicating the primacy of the cited paper, or its importance for the research reported in the citing paper, using or extending the methodology and comparing the results from these two sources; taking issue with the discussion or conclusions from the cited paper, or judging its relevance to the continuing research in the particular subject-area. To such an H-reference we attached the next rank (V, Table 1) on our (ordinal) citing-impact scale if it was located within the INTroduction. The next ranks (VI and VII in Table 1) correspond to the locations in the other sections of the citing paper. Other combinations of H and L referencing in singles and doubles formed the ranks VIII to XI in Table 1. Rank XII belonged to an H-reference from a synthetic, critical review- paper or in a book. The uppermost rank (XIII in Fig. 1) is attributed to H-referencing within any three of the four locations. 

In building the combined scale (Fig. 1) we refrained from applying a metric scale like that, for instance, developed by McCain  and Turner (1989).

For this citation context analysis we introduced two variables: the location and level. of citing. Each of them served independently, but we also combined them to form a third ranking scale. 

We shall now try to show, in two steps, that this approach enables the quantification necessary for the problem solving in citation context analysis. The first step will be to examine the behaviour of the two variables when used in tackling our source data. As a check of our hypothesis that the meta-structure of scientific papers stems from the real one, the factor analysis will be used. It will also be checked how independent are the citing locations and citing levels. This will be done by frequency analysis. In the second step the validity of these variables will be studied within the citation-impact ranking of our “real-world” setting of the 28 research topics from our institute. 



Discussion of the results

1. Analysis of frequency locations irrespective of the levels (H/L), for the two citation periods

A binary matrix was used in the following factor analysis, with the value of 1 whenever there was a citation for a given location, and 0 otherwise.

The correlation matrices (Table 2) indicate a very low level of interdependence between different citing locations for both periods (I and II). They were obtained using the data for "pure" article-locations, i.e. INT/MET/RES/DIS/CON, but excluding the citations in REV.

This indicates that the usual (meta)structure of a (natural) science paper is adequately reflected in the citing mechanism. In other words, there is an inherent correspondence between the emitting and reception stage in this communication process. 



Table 2. Correlation matrices for citing locations in two citing periods

�I��II���INT�MET�RES�DIS��INT�MET�RES�DIS��INT�1.000�����1.000�����MET� .418�1.000����.228�1.000����RES� .006�-.163�1.000��� .164�-.213�1.000���DIS� .406� .012�-.125�1.000�� .257�-.125�-.028�1.000��CON� .322�-.216�-.226�-.048�� .286�-.256�-.172�-.158��

High percentage of the total variance (Table 3, 78.3% for period I and 75.8% for period II) could be explained by three significance factors (using standard Guttman-Kaiser criterion), and there is a high degree of similarity of the solutions for the two citing periods. 



Table 3. Factor analysis for the citing locations for two citing periods

�I�II��Location�

1�

2�

3�Communality�

1�

2�

3�Communality��INT� .876� .036� .262�.837� .866� .352�-.089�.883��MET� .549� .601�-.467�.882�-.132� .849�-.373�.878��RES�-.353� .363� .721�.778� .197�-.148� .717�.576��DIS� .595� .078� .457�.570� .459� .295� .453�.504��CON� .326�-.858� .031�.844� .547�-.546�-.588�.944��% of

variance�

33.1 �

24.8 �

20.4 ��

26.4 �

25.1 �

24.3 ��

The first factor in both periods (columns 1, Table 3) appears to be the so-called “single” factor, with INT(roduction) as the dominant factor loading.

The second factor (columns 2 in Table 3) was dominantly defined by the MET(hodology) in the solution for period II, while in the period I, although MET has a high loading for factor 2, CON(clusions) has the most dominant loading. It is interesting to note also that MET and CON in both periods have opposite signs on factor 2. This inverse relationship implies that if there is citing in one of the two locations (MET or CON), the citations at the other location is very unlikely to occur.

Factor 3, like the same factor (3.) in the first period, is dominantly defined by the loading of RES(ults).

In summary, we may conclude that our hypothesis about the articles’ meta-structure has been generally supported by the results of the factor analysis presented in Tables 2 and 3.

We finally decided to merge CON(clusions) into DIS(cussion), although communality and factor loadings (for both periods) indicate that DIS is very poorly defined in both citing periods. However, we were prompted to do so by the CON factor loadings values in Table 3 on the one hand, and their similarity (i.e., the sign) with the DIS values, on the other. Moreover, there was a very low occurrence of CON in this study.

The data in Table 2 and 3 do not show any marked difference between the two periods (I and II). This is also suggestive of a rather firm habit of citing within the studied science communication process.









2. Analysis of the correspondence between the level and the location of citations

Next we examined the distribution of the L and H citing levels with respect to location, i.e., section of the citing paper. The results are summarized in  Table 4. 



Table 4. Percent frequencies of citing at different locations at the two levels (H/L), for the first and second decade of citing (I and II)

Location�INT�MET�RES�DIS�REV��citing period I��%L�23� 0� 0� 4� 3��%H�18�11�11�31�14��% zero citation�59�89�89�65�84��citing period II��%L�23� 3� 0� 4� 2��%H�16�10�11�26�16��%zero citations�61�87�89�70�82��

The percentages in this Table 4 show clear distinction, equally in both periods, between the distribution of H (dominant in MET, RES and DIS section), and L (dominant only in INTroduction). It does not appear to be any difference at all between the two periods of citing for the same source papers. Table 4 presents summary numbers, counting each citation irrespective of the topics or the number of times it may have occurred for each cited/citing pair of papers (although, the majority was cited on one location only). This similarity in the distribution of the levels and locations of citations in the two periods is strongly suggestive that, whatever change in the citing authors' and journals corpus may have had occurred, the overall citing habits pattern has not altered during a 30-year period. Bearing in mind that the citing papers were from the journals in the ISI-data base, it seems permissible to extrapolate and say that we observed a general citing behaviour. 

Table 4 shows that the L and H data are almost equally distributed only for the INTroduction location, whereas for all the other locations the L-percentages are either zero (MET, RES) or very close to it (DIS, REV). Hence, INTroduction is authors the most indifferent location to the citing authors, although the most frequent one!



Analysis of relations between the three ranking scales (methods)

The correlation analyses (Table 5) were further applied to the ranking results for the 28 research topics before treating the latter individually for comparisons on their ranking scales.

Table 5. Correlation matrices for the three ranking-scales with respect to the two citing periods and three ranking scales



�H/L-LEVEL�LOCATIONAL�COMBINED��citing period I��H/L-LEVEL�(1.000)����LOCATIONAL� .885�(1.000)���COMBINED� .875� .866�(1.000)��citing period II��H/L-LEVEL�(1.000)����LOCATIONAL� .816�(1.000)���COMBINED� .892� .666�(1.000)��I vs. II citing period��H/L-LEVEL�.3522�.3467�.1915��LOCATIONAL�.4443�.5041�.2879��COMBINED�.5498�.4896�.4061��

We first looked into the extent in which the three scales are congruent in ranking the 28 research topics separately for the two citing periods.

The best correlation is between the combined and the H/L scales for the both periods (Table 5, corr. coeff.: .875 for I and .892 for II). Lesser correlation is observed between the combined and the locational scales (with corr. coeff. .866 for I and .666 for II). There is also a satisfactory congruence for the third pair, locational vs. H/L, slightly better for the first citing period (corr. coeff. .885) than for the second (corr. coeff. .816).

It may be surprising that the least correlation exists between the combined and the locational scale, while the two extreme scales - locational and H/L - are much better correlated. However, it is important to stress that the combined scale is in such a good agreement with the one of the extremes - the simplest scale based solely on the citing level (H/L). This strong correlation also corroborates the dominance of the citing level. Further, this is particularly satisfying with regard to the differences in "constructing" the two scales: the H/L scale was dichotomous with the arbitrary distinguishing ratio of 2:1, while the combined scale had no arbitrary numerical interventions, being based on an "intuitive" ordinal structure. 

When we looked into the agreement of the results for the two citing periods by each one of the three ranking scales applied (see the diagonal in Table 4, I. vs. II.)  we found that, whatever ranking was used, the correlation was very low. In other words, the citing ranks of our 28 research topics changed substantially when going from the first to the second citing period. How they changed will be shown by comparing the citing impact-ranks of the individual research topics between two periods.



Table 6. The initial data and the final results as citation-impact ranking by Z-scores

1�2�3�4�5�6�7�8�9�10�11�12��A�12�9.55�3.82�-0.7�-0.56�-0.75�3�2.18�-0.28�-0.2�-0.21��B�5�14.8�4.6�-0.31�-0.61�-0.4�23.2�7.2�-0.44�-0.49�-0.33��C�7�7.86�3.29�-0.09�-0.12�-0.14�8.29�2.57�-0.09�-0.47�-0.04��D�11�7.6�4�-0.39�-0.15�-0.32�3.2�2.8�-0.37�-0.04�-0.46��E�25�16.45�5.32�-0.13�-0.07�0.15�3.91�2.59�0.14�0.16�0.24��F�5�16.6�7.6�-0.54�-0.4�-0.51�6.6�4.2�-0.24�-0.39�-0.05��G�6�6.17�4�-0.25�-0.15�-0.22�3.67�2.67�0.81�0.85�0.94��H�7�4�3.13�0.23�0.46�0.1�2.5�2.13�0.21�0.26�0.03��I�8�5.75�3.75�-0.37�-0.31�-0.69�2.5�2.25�-0.22�-0.23�-0.25��J�4�7.25�5�-0.31�-0.4�-0.23�3.75�3�-0.24�-0.58�-0.29��K�19�5.26�3�0.15�0.07�0.21�3.7�2.78�-0.47�-0.21�-0.36��L�5�11.8�6�0.66�0.78�0.37�11.4�6�0.09�-0.46�-0.01��M�12�6.2�4.4�-0.01�0.2�-0.26�5.73�3.47�-0.16�0.12�-0.17��N�8�7�3.67�0.71�0.7�0.59�1.5�1.5�0.21�0.43�-0.25��O�12�4.75�3.42�-0.09�-0.1�0.08�9.33�4.33�0.09�-0.37�0.08��P�7�5.14�3.43�0.07�0.14�0.31�3.71�3.14�0.36�0.29�0.43��Q�3�5.25�3.5�-0.46�-0.47�0.39�6�3�0.09�-0.37�0.16��R�8�3.5�2.9�-0.09�-0.17�-0.18�4.5�3.1�0.04�-0.03�0.27��S�4�9.25�4.5�-0.37�-0.48�-0.34�2.5�2.25�-0.54�-0.6�-0.6��T�5�1.4�1.4�1.26�1.06�0.96�3�2.8�0.75�0.48�0.6��U�6�10.33�4.33�1.03�0.99�0.75�4.17�3�1.13�1.2�0.91��V�9�6.75�3.63�0.54�0.24�0.26�3.75�2.5�-0.44�-0.31�-0.66��W�11�14.81�6.64�-0.19�-0.35�-0.26�3.27�2.73�0.09�-0.13�-0.26��X�7�3.67�3.11�-0.09�-0.24�0.27�2.44�1.89�0.09�-0.08�0.04��Y�1�10�6�-0.46�-0.41�-0.44�16�8�0.66�0.52�0.46��Z�2�11�4.5�0.14�0.24�0.39�4�4�0.44�0.38�0.36��AA�5�4.67�3.33�-0.09�-0.64�-0.2�3.17�2.5�0.78�0.76�0.73��AB�4�3.75�3�1.03�1.19�0.79�2.5�2.25�-0.09�0.05�0.04��

Definition of columns

Column 1. - Alphabetical codes of the research topics:

PHYSICS:

 A - Nuclear scattering (of various particles and wave scattering phenomena.

B - Quantum field theory.

C - Nuclear physics (theory of weak interactions).

D - Nuclear electronics (instrumentation in nuclear physics.

E - Nuclear reactions (experimentally). 

F - Molecular physics (vibrations in the solid state). 

G - Electrical properties of solids (proton conductivity). 

CHEMISTRY: 

H - Analytical chemistry.

I - Chromatography (with electrophoresis).

J - (Theory of) Chemical bonds.

K - Mixed-phase chemistry.

L - (Structure of) Coordination compounds by X-ray diffraction crystallography.

M Coordination compounds (in solvent extraction).

N - Structures of (specific) inorganic compounds by nuclear magnetic resonance spectroscopy.

O - Structures of (specific) inorganic compounds by X-ray diffraction crystallography.

P - Inorganic reaction chemistry. 

Q - Inorganic compounds containing metallic elements (mainly with mercury). 

R - Organic chemistry (syntheses). 

S - Organic reaction chemistry. 

T - Amino acids. 

BIOLOGY: 

U - Biochemistry (metabolism) of biological amines. 

V - (Mainly sphingo-) lipids biochemistry. 

W - Cellular and molecular radiation biology. 

X - Radiobiology in immunology. 

Y - Immunological reaction. 

Z - Plant cytology and histology. 

AA - Radiobiology in animal physiology. 

AB - Particular drugs and the animal nervous system. 

(The subject classification according to the Broad System of Ordering - see Ferligoj et al., 1988)

Column 2. - Number of the source papers cited.

Columns 3 - 7 refer to the citing period I.

Column 3. - Citing intensity (=average number of citations per paper for a given research topic), beta (see  Ferligoj et al., 1988 and Luzar et. al., 1992)

Column 4. - Citing longevity (=average number of years the citations were given to the papers of a given research topic), gamma (see Ferligoj et al., 1988 and Luzar et al. , 1992)

Column 5. - Z-scores of citing impact-rank by the H/L ranking scale. 

Column 6. - Z-scores of citing impact-rank by the LOCATIONAL ranking scale. 

Column 7. - Z-scores of citing impact-rank by the  COMBINED scale.

Columns 8 12  are the same as 3 - 7, but for the citing period II. 



4. Analysis of the research topics impact-rankings using the three scales

The final results are represented as research topics impact-rank positions under the normal distribution curve, defined by Z-scores for the three ranking scales and the two citation  periods (Table 6).

The Z-scores results for the final ranking of 28 research topics, by the three scales for the two periods are also graphically presented in Figure 1.

It is now possible to compare the impact-ranking by the three scales for each period, as well as to compare the trends in the ranking between the two periods.

- The three-scale comparison

- -The first citation decade (I)

There are three topics, T, U, AB, at the leading edge of all the three ranking scales. T is the last topic from chemistry, bordering rather tightly (via biochemistry) on biology, to which the other two (U and AB) belong. No topic from physics or chemistry appeared as the most important in this (first) period of citation. As for the comparison of the three ranking scales this result indicates that it would not matter very much which one is used when it comes to the most "elitist" section of the ranking.

The distribution of the least important topics at the other end of the scales, is not so clear-cut for all the three scales. Only one, A, from physics, appears as the least important in all the three scales. 

On the other hand, a series of topics in the better "half" of the Z-scores line, repeat with slight rank variations on all the three ranking scales. They belonged to chemistry- and biology-topics. Only the combined scale brought into this group two topics in physics and one each in chemistry and biology from the lower values of Z-scores. 

�Figure 1. The Z-scores for 28 research topics in the two citing-decades by the three ranking scales.
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The observed partition of the research topics - with biology on the leading edge, mainly physics and biology at the opposite end, and mainly chemistry in the lower leading section - suggests rather convincingly that the ranking distribution, resulting from whatever scale was used, cannot be ascribed only to the differences between the citing-habits by the physicists, chemists and biologists. Indeed, it seems that our results indicate the importance level of the cited papers within the science communication process.



- -The second citation decade (II)

Here again the "resolution power" and degree of agreement of the three scales is very good for the "elitist" group of topics. On the negative extreme there is also only one topic on all the three scales -  here, it is S (organic reaction chemistry). 

In the former group (highest Z-scores), the research topic U is the best. Others (T, Y and AA), also from biology, changed their positions within the rather limited values of the Z-scores, together with the only one topic from physics, actually a border-line case with (physical) chemistry (G). 

The "neglect" of the research topics from physics by the "citing world" will be discussed later, together with the relationship between the context of citing and the citation-frequency data. At this point, however, it is more interesting to observe the relative changes in impact scoring from the first (I) to the second citing decade (II).

- Comparison of the two citing periods

So far we concluded that the citing impact-rank was not affected dramatically, irrespective of whether the two extreme citation context scales (level of citation (H/L) or location), or the combined one was  used. This appears to be further corroborated by the relative changes between the two periods.

Three research topics (G, Y and AA) "shot" from the lower half (or even from the lower far end) of citing impact-ranks on all the three scales (G the least), to the leading edge. Negative change, i.e. a reduction in their citing impact-ranks after the first decade of citing, was observed for the topics L, N, T and AB, two in chemistry, one bordering with and one from biology, respectively. With the exception of the research topic G (classified as physics, but actually bordering with physical chemistry), NONE of the physics research topics showed any appreciable change in the citation impact-rank. Moreover, six out of 7 were at about the zero value of Z-score, or even below. This is an unexpected outcome. It might mean that (1) indeed there were some "rules of the game" for citing in physics quite distinct from those in chemistry and biology; (2) that on the whole the papers published in physics in the first ten years of the institute's existence were of lower citation impact-ranking than those from chemistry and biology; or, to add a qualifier to the latter statement, (3) maybe physics (the mostly nuclear) was much more competitive worldwide, resulting in the "detriment" of citing physics from our institute. This last possibility may be regarded also as a qualitative explanation of the first one. 

Citations impact-ranking vs. the numerical citation data of the research topics

Numerical data from a parallel study of ours for the first (I) (unpublished) and second period of citing (II) (Ferligoj et al., 1988) - the citation intensity and citation longevity - will be compared now with the citation impact ranking derived and discussed so far. 

The intensity of citation is defined as a mean citation score (beta in Ferligoj et al., 1988, and in Luzar et al., 1992), i.e., the sum of all the citations for a given topic within each of the two periods, divided by the number of the source papers cited (which was the same for both periods).

The longevity is calculated by summing up the yearly incidence of cited papers irrespective of the number of times they may have been cited (which is already taken care of by the citation intensity index), and dividing the sum by the number of years over which it was obtained. The longevity is thus yearly average incidence of cited papers for each research topic. (gamma in Ferligoj et al., 1988, and Luzar et al., 1992). In a two-dimensional graph (Fig. 2) of citing intensity vs. longevity (constructed from the beta and gamma data in Table 6) a linear relationship is observed, with a rather small spread up to about half the maximum value of the citing intensity, and a much wider spread for the higher values. The topics with higher longevity than the "normal" are considered "better", and vice versa.

�Figure 2. The citing intensity (beta) vs. citing longevity (gamma)
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Taking into account these differences firstly for the period I, one finds that the worst  topic is T. Now, this topic is amongst the three best ones by the Z-scores impact-ranking. For the second period of citing (II), the worst topic by citation counts is N, which was much better by the citing impact ranks, although the difference is not as dramatic as for the period I.

Among the "good” ones, topics F and W, and most likely also L and Y, could be taken as representatives of the best topics on the ground of citation counts in the first period. Neither F nor W were amongst the best by citation impact-ranking. On the contrary, they were in the lower half of these (negative value) scores. The same holds for Y, but not for L, which was near the leading edge. In the second period (II) the best topics are B, L and Y judged by citation intensity and longevity. Only Y was close to the leading edge of the Z-scores in citation-impact ranking, whereas the other two were far behind, especially B.

To summarize the data for both periods:

- the worst topics by citation frequency counting were among the leading ones by the Z-scores of citing impact-rank;

- only one out of five topics which were best by citation counts were in the "elitist" group formed by citation impact-ranks. 

Hence, there was no congruency whatsoever between a purely numerical analysis of citation events and their context evaluation.

Concluding reflections

We described a new method for context analysis of the citing behaviour in the sciences, and tested it on over 200 citing/cited pairs grouped into 28 research topics. The most important outcome of this research is that no congruency was found between, on the one hand, a purely numerical citation analysis, taking the citation events at their face value, and, on the other, context analysis based on the citing taxonomy (High/Low intensity levels) and citing location (within the citing papers), in a discursive relation of the citing to the cited text (see Leydesdorff and Amsterdamska, 1990). 

Our results may be taken as yet another warning against indiscriminate use of citation counts for evaluative purposes. The latter certainly remains the crudest approach with many flaws. Along with the inverse relationship between the objectivity and relevance of methods for evaluating scientific merit (Narin, 1978), the context analysis appears, in the light of our findings, to be the method. Perhaps selection committees, groups of referees, science administrators, might find the results of citation context analysis useful for their initial step in making decisions. In point of fact the content evaluation of the scientific products is within their realm, more relevant than the citation context analysis, albeit less objective.

As for the dual nature of citing, rhetorical (cognitive) aspect and rewarding (recognition, reputation)  (see Cozzens, 1989), our study concerns the former aspect. However, the two are hardly separable, as pointed out by Cozzens (1989). In the present case of "elite" (mainstream-science, or research-front) citing papers from the “outer circle”, the reward is automatically entailed in the very act of citation. 

The similarity observed in the distribution of the levels (H/L) and locations of citations in the two citing periods is strongly suggestive that, whatever change in the citing authors' and journals corpus may have occurred, the overall pattern of citing habits has not altered within a span of some 30 years (1955-1985). The citing authors’ cohorts, together with the cited ones, can be related to the “persuasive communities”, a term introduced and extensively discussed by Allen, Qin and Lancaster (1994).

Moreover, it was established that the citing locations are independent of each other in the science communication process, indicating that the usual (i.e., meta-) structure of papers in the (natural) sciences is truly reflected in the citing mechanism. 

The context-rank scorings of the studied 28 research topics differ between the two citing periods. This was observed also from the citation frequency counting, but in a diverse way. Hence, caution should be exercised in handling any short-period citation data. The finding is relevant to historical studies of the science process within the realm of the shifting “persuasive communities” (Allen, Qin and Lancaster, 1994).

The observed distinct (negative) outcome of the context analysis (but not of the numerical analysis) for physics research topics, requires deeper historico-sociological studies. Apparently the worldwide embedment of nuclear physics research publications from our institute was quite different from those of chemistry and biology. The latter faring better by the context approach. In other words, the research-front (elitist?) universe of scientists may split into two “persuasive communities” when assessing with their citations the “outer circle” of biology and chemistry on one hand, and (nuclear) physics on the other.

There must be something "out there" of considerable importance for the science process if, firstly, the authors stick to the rules of quoting their forbears (in various ways, though!) and, secondly, if the scientists find it useful to look for information pertinent to them, using the citations. It would be difficult to deny the reality of the latent underneath the construct. It is more a matter of understanding their interrelationship properly within the evaluation process in order to avoid the pitfalls of the numerical citation analysis experienced so far. As shown in our study, context analysis (short of the content analysis of citing, which is hardly feasible for larger samples), provides evaluation of the published research output. The “purpose” of our study changed as it progressed: from mainly checking the validity of the citing frequencies with respect to the scientific merit of the cited papers to creating means for looking into the moving research front within a span of some 30 years.

The current literature shows strong signs of a shift in research approach from citation counts to more in-depth search for the meaning of citing earlier literature in scientific publications. More concerted research efforts appear to be needed further in that direction. Thus, Rousseau (1987) offered yet another way of dealing with “generations of citations”, while in the two most recent papers, by Allen, Qinn and Lancaster (1994) and by Shadish and his coworkers (1995), the context analysis was suggested as a useful extension of their approaches. The latter technique, that of citing scientists’ judgments is demanding in organizational research effort, but still much less than the content analysis would require.
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